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Gigabit Satellites in Distributed Supercomputing  for Global Research
Larry  A. Bergman

Jet Propulsion Laboratory

Abstract

7his paper will e.mtuitle the applicotim  of the NASA Ad-
vanced Cot)lt)~14tticcltiotl.r Technology Satellite (A CIS) for
itupletuentitlg a distributed supercomputer global climate
model, atld in remote olxwrvatiou  atld cmtrol  of the Keck
telescope it) Ha wwii.

1: Introduction

1.1: Motivation
The ability to project high performance computing re-

scturccs to remote corners of the globe will accelerate and
in some cases, enable new science to be undertaken that
otherwise would take years or even be impossible to per-
form. Three broad categories of satellite applications exist:
(1) remote observation and control of distant science instru-
ments, (2) clistributcd modclling  and simulation, and (3)
access to distributed data bases and archives.

1.2: Classes of applications

1.2.1: Remote observation. In many modern disci-
plines, such as geophysics, oceanography, climatology, pe-
troleum research, seismology, astronomy, medicine, the
ability to access and rapidly process large sets of previously
recorded data can allow f’tcld measurements to be retaken
as needed to improve accuracy. We expect that scientific
discovery will greatly accelerate in many of the natural
sciences as field scientists arc allowed to more rapidly
compare and analy7,e field data with those previously
logged in archives. Also, the ability to correlate or fuse be-
tween dissimilar data set types (e.g., thematic mapper, ra-
dar, elevation, seismic) can lead to new types of scientific
discovery. Past and future missions that would benefit from
this technology have been 07.onc invcstigatic)ns (in Antarc-
tica), earth observing systcm (EOS-DIS),  interplanetary
missions, observation of solar eclipses, and volcanic and
seismic surveys to name a few.

}/or a number of these important applications, high data
rate instruments must be placed in locations that are inhos-
pitable to human beings and/or arc difficult or impossible
to connect with fixed high–speed networks. High rate
(155--622 Mbit/s) satellites such as the ACTS permit for the
first time these instruments to be controlled remotely from
the convenience of one’s office computer. In many cases,
the instrument may be airborne, moving cm a truck, or trans-
ported on a ship at sea.

Onc of the key experiments discussed in this paper will
explore the usc of ACTS to gather data from the world’s

largest optical and infrared telescope, the Keck Telescope
located on Mauna Kea, Hawaii. Using the ACTS conlmu-
nications  facilities to connect to the Keck telescope will
make it possible to create a remote, full–function control
room al Caltech, to enable individual researchers in Califor-
nia to carry out ohserva[ions  on the Keck Telescope just as
if they were in Hawaii, and to perform real–time data log-
ging frfml Keck Observatory into data archives. This proj-
ect will bc prototypical of many appl i cat ions that involve
control and data acquisition from fast, remote instruments.
The NASA Iiarth Observing System (IiOS) is a premier ex-
ample of such an application.

1.2.2: Distributed modelling  and simulation. Anoth-
er possible use of ACT’S is to setup temporary high speed
networks bctwccn  widely separated supcrcomputer centers
to support specific distributed grand challenge applications,
such as aerodynamic simulation, geophysics modelling,
and global climate nlodelling  (GCM).  Over the past 15
years, high performance computing and communications
(HPCC),  and more rectmtly meta-supercomputing, has bc-
comc an essential tool in NASA’s research and development
progra]n as a means to solve large scale scientific and engi-
neering problems. la its usual form, this involves the de-
composition of a problem solution into several subtasks,
their assignment to individual computing resources and the
interaction of the geographically distributed computing re-
sources, data archives and visualization devices in order to
achievr a reasonable spcedup. Among its many advantages
of satellite based meta- supcrcomputing  [ 1 ] are:

● It cjuickly brings to bear the computational power of
mot e than one macbinc and uses the most suitable nla-
chitle for a specific subtask (a meta-supercomputer)

● It can access centrally located databases that may bc too
costly or too impractical to replicate

● It can provide local visualization of results produced by
ren Iote applications programs.

1,2.3: Distributed data base access. A natural state of
affairs in the scientific community is that centers of excel-
lence tend to bc dispersed globally—usually for political or
mission charter rcasoms-–that  tend to attract specialists of
a givet] discipline at specific research laboratories. Along
with this, computational ccntcrs also tend to evolve that
provide the custom libraries and computational scientists
that solve the unique problctns  associated with that disci-
pline. l~or example, oceanographic and radar libraries are
archived at Jet Propulsion 1.aboratory (JP1.),  atmospheric
libraries at Goddard Space F] ight Center (GSFC)  and Na-
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Fig. 1. Remote astronomy consists of four steps: (1) acquisition of the instrument data typically over a net-
work, (2) analysis and modelling of the captured images, (3) visualization of the result, and finally, (4) adjust-
ing the telescope parameters and retaking an exposure (control).

tional Ccrrtcr  for Atmospheric Research (NCAR),  seismic
archives al several petroleum companies, and so cm. Since
these data sets arc large (tcrabytcs)  and constantly bcirrg up-
dated (in sotnc cases), it is impractical to move them to one
supcrcomputcr  site for onc application run. Hence, a distrib-
uted model offers the advantage of maintaining the locality
of data as well harnessing additional CPU cycles.

2: Experiment objectives

Two major tasks are now proposed for the Experiment
that will dcmrmstratc  (11c  utility of ACTS of facilitating
global scicncc research. The first, called the Keck 72/escope
Acquisitim,  Visucilizatiotl  omi Ccmttol will usc ACTS to
control the Keck tclcscopc from the Caltech campus in
Pasadena, California. Astronomers will be able to usc the
telescope more conveniently and perhaps even in an
instructional setting. 10 sotnc cases it may be desirable to
usc the network connections to apply supcrcornputer  re-
sources to process or cnhancc images in real–time.

The second major task is the Coupled Atmosplzere-
occcm Modellitlg  for Global  Climate. III this case, two su-
pcrcomputcrs,  onc at GS1~C and one at JP1 ,/Caltech, will be
temporarily connected by the high bandwidth ACTS chan-
nel to form a mcta-sopcrcomputcr  that will enhance the ac-
curacy ancl accclcratc the speed of global climate predic-
tion, such as 111 Nine. This application demonstrates the
feasibility and utility of using a gigabit satellite to setup
temporary network connections bctwccn  distance computer
futures for special short lived projects or emergencies.

The kcy objectives of this ACTS experiment are to:

● Demonstrate distributed supcrcomputing (n~cta-super-
compoter) over a high performance satel Iite link

● Demonstrate remote science data gathering and analysis
with mcta-supcrcomputcr  resources using multiple sat-
ellite hops

● l)ctermine  optimum satellite ternlinal/superconlputer
host network protocol design to for maximum nleta-su-
pcrcomputcr efficiency

?“. . Keck telescope

3.1: Overview

The Keck tclescopc acquisition, visualization and con-
trol experiment actually illustrates a form of telescience
that might one day bc attempted with NASA space nlis-
sions. In telesciencc or remote observation, typically an in-
vestigator collects dala (e.g., an image) with a retnotc
instrun Icnt, examines the (Iata with local computers, and
then collects additic)nal data with improved control parame-
ters. Networks enable the use of instruments that are in
locations unsuitable for humans, allow more scientists to
use the facility, arrci  pcrtnit more rapid analysis of data.
Also, since ACTS would bc linked into the CASA [2,3] gi-
gabit fiber optic network in Pasadena, a variety of super-
compulers  could be used for compute-intensive tasks, such
as enh:incement  of Keck telescope observational data in
real–tilne (during the data acquisition phase).

3.2: lnstrumcnl  data acquisition, visualization,
and control

The Keck telescope will generate large volumes of
astronomical data that must bc transmitted to the astrono-
mer as soon as possible so that hc can optimize plans for
subsequent observations and make the most effective use of
limited telescope time. In this section, we describe the vari-
ous phases of observing (I?ig.  1.), estimate their data rates,
ancl describe tbe necessary response time for various modes
of observing.

The initial set of general purpose scientific instruments
for the Keck tclcscopc, include two optical and two infra–
red inslrurncnts,  The low resolution imaging spectrometer
(IRIS)  is intended for observations of the faintest, most dis-
tant objects while the high resolution spectrometer (H1R13S)
offers a more detailed look at the spectra of somewhat
brighter objects. Then there is a two micron imaging carn-
cra (N I RC) as well as a far infra–red  tcn micron camera
(LWIRC). Additional more specialized instruments will be
constructed for experimental use for particular problems
such as interferometry.



3.3: Kcck remote  control software

All of the instrument and telescope control software has
been written with the possibility of remote observing in
mind. All commands are in the form of messages passed
over an ethernet to either the tclescopc control computer or
the instrument control computer. There is, of course, a sub-
set of commands that for safety reasons can only be
executed from the main telescope control console, as well
as a larger subset of commands, used for engineering pur-
poses only, which are restricted to those possessing the nec-
essary passwords. Many X window telescope displays al-
ready exis~ and can bc adapted to this application.

3.4: Kcck data rate rcquircmcnt

}Jor  illustrative purposes, we calculate the expected
usage and data rates for the four major first light instru-
ments. The table below (Table 1 ) lists the instruments,
gives the percent of time that each is expected to be in use,
the detector array size is given and it is assumed to be digi-
tized 16 bits. The readout rate per pixel is also shown. The
data rates are then, for the worst case, those corresponding
to continuous readout, while data rates corresponding to
more typical exposure times arc also given.

The daily traffic volume from the family of telescope
instruments is given in Table 2. These figures are estimated
from the typical usage each evening, or for worse case, the
maximum amount of data an instrument could generate per
evening if run cent inuously.  (I b- the I.ong Wavelength IR
Camera, wc assume the worst case is an interval of 1 second
between exposures.) These numbers are total traffic in
MBytes/night of observing. l~ach night is assumed to be 10
hours long.

The initial implementation of the charged coupled de-
vice (CC])) arrays uses 2048x2048 detectors and this will
updated to 4096x4906 in the near future.

TABLE 1
Keck CCD camera readout characteristics

CCD % CCD
CAMERA USE ARRAY

TYPE SIZE

+

I 4096x
4096w

PIXEL I INTER’
READ
TIME

1-

:R?

Typical

4 usec 15 min

4 usec I 15min

T20 1 min
usec

1 usec 1 min

:

AL BE-
IEN
vlES

Worse
Case

contin-
uous

contin-
uous

contin-
uous

contin-
uous

Note – the 4 nlicroscc/pixel on the optical arrays is actu-
ally a readout time of 16 microsec/pixel with 4 readout

channels running simultaneously multiplexed together on
the output.

continuous := very short exposures, with essentially con-
tinuous readout.

TABLE 2
CCD camera data volumes for Keck telescope

FM-E~
I LRIS I 1,280 I 8,640 I

3.5: Kcck remote calibration
The Keck instruments are complex and extensive cal-

ibration data is required to remove the instrumental signa-
ture in an optimum way. These calibration procedures are
normal Iy done in the late afternoon or early morning to save
precious night time. The number of frames required is not
excessively large, perhaps 100 or so, these data are not time
critical and if the astronomer does not see them immediate-
ly after they are obtained, little is lost. But the astronomer
does need to see them on a time scale of a half hour or so in
order to ensure that the calibration procedure has worked
correclly.

3.6: Kcck remote observations

The deleterious physiological effects of the extremely
high altitude of Mauna Kea make remote observing ex-
tremely attractive. l’resent plans call for observing from the
sea–level headqoar[ets in Kamuela over a T] link (1 .55
Mbit/s) precisely to avoid this problem. A link to California
via A( ~TS would reduce the time lost in travel, and offer
convenient access to 1 ibraries, students and other members
of tbe observing team. Tbe data rates and volumes for nor-
mal observations with the Keck telescope have been calcu-
lated in Table 2 and 3, respectively. The astronomer would
like to see the data as soon as possible to be sure that the ob-
servation was completed successfully. A small titne delay
of several seconds to a maximum of a minute is a tolerable
price to pay for rcnmtc observing and is easily within the
range of ACTS capabilities.

3.7: Keck instrutncnt  control
To fully implement remote observing, this ACTS link

will also have to be used for telescope and instrument con-
trol. 1 he traffic volume is negligible compared to that of the
data. The only significant volume comes from the auto-
guidel  camera when one is finding a guide star or checking
the identification of a field. If wc assume frame rates updat-
ing at 10 frames/second, and a frame size of 256x256 digi-
tized to 16 bits, the guider generates 0.13 Mbyte/frame, and
a traffic of 1,3 Mbyte/see to be sustained over relatively



*,’

short time interval not excecciing 10 minutes. Once a guide
star is located, and everything is centered up, normal up-
dates of the guidcr jmage will probably bc at 5 to 10 second
intervals and one could just transmit the guider error signals
rather than the whole image.

Here, immediate response is critical and a delay in ac-
cess to ACTS of more than a few seconds is fatal. However,
this situation only holds during the few moments of frenzy
at the beginning of the exposure. Thus, to summarize, dur-
ing this critical phase, which will occur several to many
times per night at unpredictable intervals, we need immedi-
ate access to ACTS.

3.8: Kcck data logging
The present plans for archiving Keck observations call

for storage of all raw observational data on Iixabyte  tapes.
This is a compromise choice between factors of cost, ease
of application, capacity of medium, medium storage life,
etc. At present there is no plan for archiving reduced frames.
The data rates and volumes are as given above. The actual
archiving is probably best done in Hawaii to ensure the in-
tegrity of the data archive. Copies might be maintained at
Caltcch and made from transmissions of the satellite. It
would be highly desirable to have a copy of the complete
data archive on the continental U.S. (CON US) to enable full
and easy utilization of this unique and valuable resource.
The policies regarding access to the data archive and the
time scale under which data is no longer the property of the
original observer have not yet been established.

3.9: Kcck ACTS demonstration
An interface to the telescope’s image system and control

systcm will be augmented from the existing 1X3  (Drive and
Control System) system to allow the Keck telescope to be
remotely controlled from the Caltech campus with minimal
otl–site operator assistance and permit data collection in
near real--time at Caltecb. An optional enhancement that
will be explored if time permits is the use of large--scale
computers at C.altech, JP1., and other C.ASA network sites
to collect data automatically and make adjustments based
on its content (e.g., cataloging celestial objects in sky
searching).

3.10: Future
Ilvcntually, JP1., GSI~C,  and Kcck will be connected

with low latency low bit error rate (BER) fiber optic cable.
It is not our intent to demonstrate ACTS as a long lived com-
munication service between these sites, but rather the oppo-
site — that ACTS can be used to quickly assemble vast su-
pcrcomputer resources and project them to remote regions
around the globe in a relatively short time. This makes it a
very powerful tool for investigators in the field to tap into
satellite image data bases and supcrcomputers  services.
The application demonstrated here will be a model for a va-
riety of field applications where fiber will normally not be
available, such as providing remote science visualization
and archival access for field expeditions (e.g., accessing

I. ANDSAT,  HIJUS,  and SPOT data for archeological sur-
veys, ozone hole investigation in Antarctica, seismic reflec-
tion profile trucks, and ocean floor sonar mapping ships).
A department of defense (DoD) variation on this theme is
the asynchronous transfer mode (ATM) “Global Grid” may
be extended to remote points around the globe so that battle-
field commanders can interactively explore high resolution
satellite data in the theatre of operations during a regional
conflict.

4: l)istributed  global  climate modelling

4.1: lntroduct ion

Coupled atmosphere-ocean general circulation models
(GCMS)  play a key role in the study of the climate system.
These nlodels explicitly solve the equations governing fluid
motion on a rotating sphere, including parameteriz,ations  of
physical processes at subgrid scales (e.g., cumulus convec-
tion, turbulent diffusion), and thus can be used to study non-
linear interactions and feedbacks between different compo-
nents of atmosphere. and ocean circulations. Examples of
outstanding problems studied with GCMS are F.1 Nin+
Southel’n Oscillation  events and the impact on climate of in-
creasing concentrations of greenhouse gases.

Cur rently, simulations using coupled atmosphere-ocean
general circulation mociels (CGCMS) for climate studies
(i.e., decades long) can only be performed at relatively low
spatial resolutions because of their demands on computing
resources. Simulations [4,5] with the University of Califor-
nia, INS Angeles (UC1.A)  CGCM using standard resolution
require 30 CRAY Y- hll’ CPU hours pcr year at an execution
rate of approximate y 130 Mflops.  (The UC1 .A CGCM
comprises the UCI,A  atmospheric CICM (AGCM)  and the
NOAA Geophysical }:luid IJynamics I,aboratory  (GFDI.)/
Princeton University oceanic GCM (OGCM); standard res-
olutiotl version of the ACJCM  is nine layers in the vertical
with a grid spacing of four ctegrces latitude by tlve degrees
longitude; standard resolution for the OGCM is 15 levels in
the vertical ancl a grid spacing of one ciegree longitude by
one degree latitude), Further, ensembles of simulations
have to be conducted to assess the sensitivity of the climate
systen i. Clear] y, long-term coupled simulations of one or
more decades at hip,her spatial resolution require large
speedups and high computational efficiency. Distributed
computer environments connected by high–speed links
have the potential to provide the necessary computer re-
sources for climate research.

This project aims to explore the performance of a
CGCM in a distributed computer environment consisting of
a CRAY C98 at GSFC and a CRAY T3D at the NASA/Cal-
tech/J 1’1., with the A(;T’S link. The application to bc distrib-
uted has four main modules: 1 ) the UC1 ,A AGCM, 2) the
GFDI, OGCM, the NASA/GSFC Aries AGCM, and 4) the
NASA/GSFC Poseidon OGCMS.  This coupling of GCMS
will allow for scientific investigations on the coupled atmo-
spherdocean  system to be performed in collaboration be-
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twccn major NASA and University research centers. In the
more specific framework of atmospheric and oceanic mod-
elling, the distributed application will allow for research
into the complex interactions and feedbacks of the coupled
system in a broader context that is possible when only one
AGCM or OGCM is used. Eventually, other modules can be
added to the distributed application, such as those for chem-
istry and biological processes, as well as for data assimila-
tion.

4.2: GCM/ACTS cxpcrimcnt definition

The task-decomposed coupled GCM has been run in a
local hctcrogencous  environment consisting of a CRAY
Y-MI’ at the Jet Propulsion 1.aboratory (JPI.) and the Cal-
tech Intel Delta connected by high performance parallel in-
terface (HIPPI) network. Network communications be-
tween computers were handled by Express. Preliminary
timings showed that the distributed model took 55 seconds
per simulated day with a network communication overhead
amounting to 3.6% of the total wallkelock time. The aver-
age communication bandwidth was 36.8 Megabits per se-
cond with a peak transfer rate of 63.2 Megabits per second.
These transfer rates were limited by the speed at which Intel
Delta communication nodes can import/export data. Using
the ACTS link we will run the task–decomposed coupled
CiCM on the CRAY T3D at J1’1. and the CRAY C98 at
GS1’C.
4 . 3 :  Objcctivcs

The overall research goal of this investigation is to ex-
plore methodology and performance issues for decon~pos-
ing a coupled atmosphere-ocean CJCM to run concurrently
OJ1 heterogeneous computer architectures connected by a
satellite link. Our research objectives include:

●

●

●

●

Determining the communications bandwidth require-
ments for different decomposition strategies.

Determining the effects of latency and communication
cost for different decomposition strategies.

Finding methods to mask latency with computation.

Achieving a superlinear specdup  of the coupled GCM
code in a distributed, heterogeneous environment.

5: Network architecture

5.1: Network topology

The two science experiments will require a 3–node
ACTS network (Ibg.  2.) with HDR terminals installed at
(iS};C, J]’].,  and Hawaii (Tripler  Medical Center, Oahu).
The two links need not operate simultaneously. The GSI~C/
J})l, link will be used for the GCM experiment while the
JPI./}Iawaii  link will be used for the Keck telescope experi-
ment.

Fig. 2. The ACTS satellite experiment will
consist of three principal nodes situated at JPL
(Pasadena, CA), GSFC (Greenbelt, MD), and
Hawaii (Honolulu or Mauna Kea). The JPL/
GSFC nodes will be used for the GCM tele-
scope experiment while the JPL/Hawaii nodes
will be used for the Keck telescope experiment.

__ ..— —.

.2: ACTS network modclling
Onc key element of each application experiment con-

sists of modelling the performance of the complete terres-
trial and satellite network connection between the three
HDR sites (JP1., GSI;C, and Hawaii), and then using the
model to predict the performance of the two applications
(Keck and GCM).  The approach is comprised of deriving
the metrics for the applications (with the help of the applica-
tion developers) and the network metrics, and then correlat-
ing the domains. Of particular importance are the effects of
atmospheric burst errors, latency, latency variance, and the
satellite channel multiplexing. Comparisons between the
high pain and steerable antennas will also be made. Possible
outcolnes may bc suggestions for implementation of partic-
ular feed forward error correction codes or the size of the
packets for either best efficiency or control.

5 . 3 :  Supcrcomputcr ccntcrs
The ACTS Hllk will be interfaced to the supercomputer

centels at GSFC and JP1 ,/Caltech through a local ATM net-
work. A backup approach will be to use a SONET/HIPPI  in-
terface adapter, Currently, the JPI ./Caltcch local computer
network is based on 111 PP1 crossbar technology, operating
at 800 Mbit/s. Nodes extend from the main computer center
at JPI, Woodbury (in Altadena) to both the JPI. Oak Clrove
and C:altech campuses through fiber optic direct links. A
portion of the CASA SONIiT  OC-48 network is used be-
tween the JPI. and Caltcch. If necessary, CASA facilities at
SDS(: and I.ANI. may also be used for these experiments
(although these arc not planned at the moment).

Ttlc Cray supcrcomputer  interface to the ATM switch is
a newly emerging product from Cray Research which will
enable Cray supercomputers  to connect natively into ATM–
base(i networks at S(”)N1iT  OC-3, and later, OC-12. The ini-
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tial produc( is referred to as a broadband gateway (BBG)
and will crmncct toastandard  Cray}IIPPl  channcl.  F.ventu-
ally, a native ATM host interface will bc introduced as well.

The ACTS 3.4-n~etcr  High Data Rate (HDR) ground sta-
tions will bc placed near each respective institution’s con)-
putcr ccntcr. The intcrfacc consists of either four SONIW
OC-3 lines (155 Mbit/s) or one SONET  OC-12 line (622
Mbit/s). SONI~T OC- 12 service is planned between JI’I.  and
GSFC. However, due to the fact that Hawaii is only serviced
by the ACTS low-gain steerable antenna, only OC-3 service
will bc supported to the Hawaiian islands.

6: Conclusions
Gigabit pcr second satellite communications is expected

to enable a number of new science and commercial applica-
tions over the next decade, and in some situations will offer
key advantages over fiber optics—especially where rapid
deployment and mobility are required by the user. Two
emerging application areas that take advantage of this ncw
capability are telcsciencc  and distributed computing. The
higher latency and bit error rate of satellites is expected to
pose some special problems for satellite applications, but
are expcctcd  to be manageable with proper system architec-
ture design. Working together with fiber optics, high rate
satellites such as ACTS arc expected to make the global in-
formation highway a reality.
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